IMPACT: International Journal of Research in =
Business Management (IMPACT: IJRBM) — p—— [— — — -

ISSN (P): 2347-4572; ISSN (E): 2321-886X N0 el @l
Vol. 5, Issue 4, Apr 2017, 45-52 - —
© Impact Journals

APPLICATION OF ARIMA MODEL FOR PREDICTING CASHEW
NUT PRODUCTION IN INDIA — AN ANALYSIS

E. ELAKKIYA 1, M. RADHA? & R. SATHY®

'Research Scholar, Department of Physical Sciemmb$rdormation Technology, Tamil Nadu Agricultutdhiversity,
Coimbatore, Tamil Nadu, India

“Assistant Professor, Department of Physical Sceace Information Technology, Tamil Nadu Agricuétbiniversity,
Coimbatore, Tamil Nadu, India

3professor, Department of Physical Sciences andrivtion Technology, Tamil Nadu Agricultural Univigys
Coimbatore, Tamil Nadu, India

ABSTRACT

A statistical modeling approach (Box-Jenkins’ ARIMwodel) has been used for the study to predict &astut
production in India. The order of the best ARIMA deb was found to be (2,1,1). Further, efforts wade to predict, as
accurate as possible, the future cashew nut prioauftir a period up to five years of fitting ARIM&,1,1) model to our
time series data. The prediction results were shivahthe annual cashew nut production to growOh6? then its take a
sharp dips in 2015 and in subsequent years 20t6dhr2020.
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1. INTRODUCTION

Cashew @nacardium occidentalewas originated in Brazil. In the Y6century, Cashew was introduced for
aforestation and soil conservation in India. It vieghly commercialized in eight states such as AadPradesh, Goa,
Karnataka, Kerala, Maharashtra, Orissa and TamduN&he area of growing cashew was 7.30 lakh ha amdial

production of about 4.60 lakh tonnes of raw cashaty

In this paper, an effort is made to predict thedpiction of cashew for five successive years. Boat derkin
(1960) developed an Autoregressive Integrated Mpvikverage (ARIMA) model for predicting the produsti
This model is used to forecast a single variable important reason for selecting an ARIMA modethis study is taken

into account the non-zero autocorrelation betwhersticcessive values of the time series data.

The formation of the ARIMA model depends on therakteristics of the series. Table 1 represent2hgears’
cashew nut production in India. The data are tdkam the secondary source from the Directorate asi@w and Cocoa
Development, in India from 1990 to 2015. In thisidst, to use for GRETL (Gnu Regression, Econometend
Time-series Library) software, SPSS and EXCEL foitmg the graphs and analysis of the dataset.

2. MATERIALS AND METHODS

The formulation of the ARIMA model depends on thehamacteristics of the time series.
The Autoregressive Integrated Moving Average (ARIM#Aodel is the forecasting model which is populedidy Box
and Jerkins (1976). An ARMA (p, q) model is a conation of Autoregressive (AR) which indicates thiatre is an

association among present and past values, a ravndioe and a Moving Average (MA) model is a lineambination of
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white noise error terms. The ARMA (p, q) process ba defined as follows;
Autoregressive Model
The notation AR (p) refers to the autoregressiveehof order p. The AR (p) model is written as
Yt=C+Y!_ piYt-i+ g, (1)
Wheregl, ...,are parameters, C is a constant and the randdablesstis white noise.
2.2. Moving — Average Model
The notation MA (q) refers to the moving averagedeif order g.
Yt=p+et+Y1 Oier, t=1,2 ... 2
Wheref1,... 6 are parameters, | is the expectation @hdetis white noise (error term).
2.3. ARMA (p, q) Model
The notation ARMA (p, q) refers to the model witlaptoregressive terms and g moving- average tdfimally,
by combining equation 3.01 and 3.02 the ARMA (pisqgiven by
Yt=C+et+Y_ @i+ Y] Oiet—i (3)
To achieve the above mentioned, there are thres stemely;
* Model identification
* Model estimation
» Model verification or diagnostic checking.
2.4. Model Identification

Model identification was used for evaluate thdetént models for given data. This step helps terddne the
value of p, d and g. Autocorrelation Function (AGH) Partial Autocorrelation Function (PACF) wasdifor determine
the value of p, d and g which can be done by olxsgrthe graph of the data or autocorrelation, phautocorrelation
functions (Makridakis et al., 1998). For any ARIM@, d, q) process, the theoretical (PACF) has rem-zpartial
autocorrelation at 1, 2... p and has zero partiad@urtelations at all lags. The non-zero lags ofsample PACF & ACF
are tentatively accepted as the p and q param&mra non-stationary series, the log data is diffeed to make the series
stationary. The number of times the series diffeeeindetermines the order of d. Thus, for a statipdata d=0 &ARIMA
(p, d, ) can be written as ARMA (p, q).

2.5. Model Estimation

An optimal model has been identified; the modelhestion methods make it possible to estimate siamalously
all the parameters of the process, the order ofgmation coefficient and parameters of an ARMA cuie.

The estimates of the exact maximum likelihood peggbby so well are the vectfr= (d, @, 8) which maximizes the log -
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likelihood function L ).

“ 1 p- ”
L (B) =) In (2m) =€) In (R) —€) X'R™'x (@)
Where R is the variance — covariance matrix ofpteeess
2.6. Model Verification

The model verification is the last step which heipddentify the residuals of the model to decideetier to
accept or reject the model. For methods of residaséssment, if evidence in letter case, due temqeacies of the model.
Therefore, there is need of the repetition of 2epr even step 1. Thus the model building is araitee, interactive
process. So, given multiple competing models, wad#geupon a final one model which is one populathoe to use a
model selection criterion; Akaike’s Information @riion (AIC) Schwartz information Criterion (SIChé Hannan Quinn
Criterion (HQC) which attempts to choose a modat #dequately describes the data but in the masinpanious way

possible, or in other words, minimizing the numbgparameters.
2.6.1. Akaike’s Information Criterion

Akaike’s Information Criterion (AIC) originally pmmosed by Akaike, attempts to select a good appraxig
model for inference based on the principle of pacsiy. AIC proposes the use of the relative entrapythe Kull back —
Leibler (K-L) information as a fundamental basis fioodel selection. A suitable estimator of the treéaK-L information
is used and involves two terms. The first term im@asure of lack of model fit, while the secondai$penalty” for

increasing the size of the model, assuring parsynoithe number of parameters. The AIC criterioféominimized is
AIC (n) = log (82) += (5)
Where n is the dimensionality of the modg4,is the maximum likelihood estimate of the whitdseovariance,

and T is the sample size.

2.6.2. Schwarz’'s Bayesian Information Criterion

The Bayesian Information Criterion (BIC), originafroposed by Schwarz was derived in a Bayesiategband
is “dimension consistent” in that it attempts tasistently estimate the dimension of the true moldedssumes a true
model exists in the set of candidate models, tbheeafequires a large sample size to be effectite. BIC Criterion to be
minimized is

_ 2y ,nlog(T)

BIC (n) =log 63) +—— (6)

Where n is the dimensionality of the mod&}ls the maximum likelihood of the estimate of theitemoise
variance, and T is the sample size.

2.6.3. Hannan — Quinn Criterion

The Hannan — Quinn (HQ) Criterion, originally prged by Hannan & Quinn was derived from the lawhef t
iterated logarithm, it is another dimension comsistmodel and only differs from AIC and BIC withspect to the

“penalty term”. The HQ Criterion to be minimized is
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HQ (n) = log 62) + 20 )

Where n is the dimensionality of the modé}ls the maximum likelihood of the estimate of theitwmoise
variance, and T is the sample size. Hannan andafgsslater replaced the term log (n) with log inspeed up the

convergence of HQ.
2.7. Tests for Stationarity

First, we have to test the stationary of the timées. We can use the formal and the most poputdhad to test
the stationary of a series is the unit root tebtsTest is used for identify the order of integmatof non-stationary variable,
so there may be difference before being includetthénregression equation. The Augmented DickeyeF(ADF) test is

the most commonly used unit root test.
2.7.1. Augmented Dickey Fuller Test

The test was first introduced by Dickey and Fuli@979) to test for the presence of unit root(s).

The regression model for the test is given as
AYe=YYyea+ Bxeat §1AYe 1+ 820y 2+ ... +0pAYtpt £ (8)
The hypothesis testing I, :y = 0 (the series contain unit root(#}) : y< 0 (the series is stationary)

Test statistict,= #(y)

9)
Ay: = the difference serieg:-; = the immediate previous observatién...., = the coefficient of the lagged
difference term up to pc: = the optimal exogenous regresses which may bestaoin the constant or constant

trend= parameters to be estimated.

3. RESULTS AND DISCUSSIONS
3.1. Time Series Analysis and Building ARIMA

The given set of data ifhable 1lis used to develop a forecasting model. Figure 1represents the line plots of

cashew nut production in India.

According to materials and methods, the ARIMA modwatluded the following four steps for forecasting.
There ard1) Model Identification, (2) Parameter Estimatiamd Selection, and (3) Diagnostic Checking we darodel

for forecasting application
3.2. Model Identification

The first stage of model building is to detect tiiee the variable is stationary or not. The tima jpif the cashew
nut production data ifrigure lclearly shows that the data is not statignaVe obtained a time series of first order

differencing and Figure 2 below is the line plotloé first order differenced cashew nut productiata.
3.3. Test for Stationarity: Augmented Dickey-Fuller(ADF) Test

First order differencing (d=1) means we generatabde of differenced data. The ADF test resultpbtined

upon application, is shown below:
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Dickey-Fuller = -3.73283, Lag order = 3, p-valu®.8037

Therefore, fail to accept thegldnd hence can conclude thatikitrue, i.e. the series is stationary in its maad

variance. Thus, there is no need for further d#fifeing the time series and we adopt d = 1 for driVMA (p, d, g) model.
3.4. Correlogram and Partial Correlogram

Figure 3 represents that the plot of correlogranC@A for lags 1 to 20 off the first order differencené series

and partial correlogram (PACF) for lags 1 to 2@h#f differenced time series of the cashew nut proiu in India.

The correlogram infers (Figure 3) that the lag &slexceed the significance limits and auto-coiimiattail off to
zero after lag 3. Although the autocorrelationaat b almost touching the significant limits, rebtcaefficients between
lag 6 and 20 are well within the limits. The pdrtarrelogram, Figure 3, infers that the partiaicacorrelation coefficient
does exceed significant limits at lag 1 and afigr2 partial autocorrelation tail off to zero. &le other PACFs from lag 2
to 20 are within the significant limits. Table Zoresents that the ACF and PACF coefficients forlletg 20 of that first

order differenced series.

Define the following possible ARMA (autoregressi®ving average) models for the first -differenceadet

series data of cashew nut production in India:

« An ARMA (2,0) model, i.e. AR model of order p=2 sinthe partial autocorrelation is zero after lagn@ the

autocorrelation is zero.

e An ARMA (0,3) model, i.e. MA model of order q=3 s the partial autocorrelation is zero and the
autocorrelation is zero after lag 3.

* An ARMA (p,q) model i.e. A mixture model with p armglboth greater than 0 since autocorrelation amtigpa

autocorrelation both tail off to zero.
3.5. Selecting the Candidate Model for Forecasting

Since ARMA (2,0) has 2 parameters in it, ARMA (Ol&)s 3 parameters in it and ARMA (p, q) has attl@as
parameters in it. In the next step, we have to atevthe best ARIMA model using the ARMA (2, 1) model
(with p=2 & g=1). Therefore, based upon the coondgi we can have only followed three tentative ARINp, d, q)
models:

ARIMA(p,d,q): ARIMA(2,1,0), ARIMA(2,1,1), and ARIMA2,1,2)

To select as the best suitable model for forecastin of three above, we will choose the one withlbwest BIC
& AIC values. FollowingTable 3 summarizes the output of each of the fAlRtMA models in our time seriésf cashew

nut production data):

We can clearly observe in the table above thataivest AIC and BIC values are for the ARIMA (2,1hpdel
with (p=2, d=1 and g=1) and hence this model cathbédest predictive model for making forecastiutfre values of our
time series data.
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3.6. Forecasting Using Selected ARIMA Model

To select the modelTable 3 ARIMA (2,1,1), which we are fitting to time sesi@ata for fitting ARMA (2,1)
model of first-order difference to our time serie&lso, ARMA (2,1) model, which has two parameters it,
can be rewritten as an AR model of order 2 and @rivbdel of order 1. Now to fit the chosen ARIMA 121) model to
forecast for the future values of our time serieble 4 clearly shows that the forecast for thet Beyears with 80%, 95%

and 99% (low and high) prediction internals:

Figure 4 shows the plot for 5- year forecast of ¢shew nut productiohy fitting ARIMA (2,1,1) model to our
time series data:

To investigate the distribution of forecasting estove will plot the errors (standard residuaisyure 5 (a), 5 (b)

and 5 (c) below show various plots and histografmstandard residuals (forecast errors) of fitted IMA (2,1,1) model

To investigate further whether there are any cati@mhs between successive forecast errors, totippptACF&

PACF of the forecast errors. Following Figure 6resgnts ACF and PACF of the forecast errors:

All the ACFs & PACFs of residuals of fitted ARIMAof lag 1 to lag 20 are within the significant limit
This means ACF and PACF concluded that there are non-zero autocorrelations in the forecast ressdua
(or standard errors) at lag 1 to 20 in the fitteRIMA (2,1, 1) model. The Box-Ljung test results at@wn in theable 5

shows, the Box-Ljung test statistighile below represent the plot of the Box-Ljungadues for the fitted model:

The statistics and large p-values in both the talstave are suggesting us to accept the null hypistiieat all of
the autocorrelation functions in lag 1 to 20 an®ze

4. CONCLUSIONS

From the study, the ARIMA (2, 1, 1) was the bestididate model selected for making predictions forta 5
years for the cashew nut production in India usirgb years' time series data. ARIMA model was tsethe reasons of
its capabilities to make predictions using a tirages data with any kind of pattern and with autoglations between the
successive values in the time series. The studystédistically tested and validated that the sssive residuals (forecast
errors) in the fitted ARIMA model were not correldtand the residuals seem to be normally distributth mean zero
and constant variance. Hence, conclude that tieeteel ARIMA (2, 1,1) seem to provide an adequageliptive model for

the cashew nut production in India.
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